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Single-exposure optical sectioning by color
structured illumination microscopy
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Structured illumination microscopy (SIM) is a wide-field technique that rivals confocal microscopy in optical
sectioning ability at a small fraction of the acquisition time. For standard detectors such as a CCD camera,
SIM requires a minimum of three sequential frame captures, limiting its usefulness to static objects. By
using a color grid and camera, we surpass this limit and achieve optical sectioning with just a single image
acquisition. The extended method is now applicable to moving objects and improves the speed of three-
dimensional imaging of static objects by at least a factor of three. © 2006 Optical Society of America

OCIS codes: 180.6900, 110.0180, 110.6880.
In many physical and life science applications, the
conventional light microscope suffers a loss of clarity
when in-focus features are obscured by defocused
neighboring regions. In recent years, instruments ca-
pable of optical sectioning have been developed to
overcome this limitation. The confocal scanning mi-
croscope is a well-known example that has proved in-
valuable, but due to its pointwise light structure it
must be scanned both laterally and longitudinally to
obtain a complete three-dimensional image. The
much faster method of structured illumination mi-
croscopy (SIM) proposed by Neil et al.1 introduces a
moving sinusoidal linear grating into the illumina-
tion path and after straightforward computer pro-
cessing yields optical sectioning with just three im-
age acquisitions per axial position. The grating
motion must be precisely synchronized with the cam-
era to ensure a proper phase difference between
frames, implying that the object must remain sta-
tionary over a time scale that is typically limited by
the camera frame rate. With special hardware,2 the
total acquisition time may be reduced enough to ap-
ply SIM to moving objects, but this is relatively ex-
pensive. Here, we exploit the red, green, and blue
(RGB) channels of the color camera to combine the
three separate captures by replacing the moving
monochromatic grid with a fixed color grid. With this
simple scheme, the three phase offset images are cap-
tured in parallel. Because a color grid is used, we re-
fer to this as color SIM (CSIM).

The experimental setup is shown in Fig. 1. Incoher-
ent light from a high-intensity white LED is directed
toward the grid in a Kohler illumination arrange-
ment. The structured light passes through a nonpo-
larizing beam splitter to be focused by an Edmund
Optics microscope objective (10� /0.25 NA tube
length corrected) onto the object. Light scattered by
the object passes back through the microscope objec-
tive and beam splitter and is imaged onto the cam-
era, a Sony XCD-X710CR color camera with a Bayer
filter, for later processing. The grid and camera are
both conjugate to the object, and the magnification �
of the system is defined as the magnification from the
object to the grid plane. Throughout this Letter, �
=15.5, and the object field size is 240 �m�180 �m

imaged onto an 800�600 CCD array.
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As the grid is of prime importance, we will discuss
it in some detail. In standard SIM, a sinusoidal grat-
ing yields a fringe pattern Si�x� of the approximate
form

Si�x� = 1 + m cos�2�x

T
+ �i�. �1�

Here the spatial period of the grid at the object is
given by

T = T0/�, �2�

where T0 is the unmagnified grid period and m is the
modulation depth. Images having intensity Ii�x ,y�
are captured for the three phase offsets �1=0, �2
=2� /3, and �3=4� /3. It can be shown1 that the opti-
cally sectioned image of interest may be obtained
from

Isectioned = ��I1 − I2�2 + �I2 − I3�2 + �I1 − I3�2�1/2. �3�

Apparently the indices i= �1,2,3� can be replaced
with color channels RGB, provided that the re-
sponses of the channels are separable. To simplify the
separation procedure and to increase light efficiency,
we adopt a rectangular rather than a sinusoidal grid,
for which the artifact ramifications have been de-

Fig. 1. Experimental setup: L, collimating lens; GRID,
slide of the color grid pattern; BS, beam splitter; MO, mi-

croscope objective (10� /0.25 NA); S, sample.
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scribed previously.3,4 This implies a grid composed of
a repeating pattern of six equally spaced stripes:
green, yellow, red, magenta, blue, and cyan.

The color grids were provided by Sprint Multime-
dia, Inc., of Tampa, Florida, as 35 mm slides. The
claimed print resolution of 10.6 �m per line implies a
minimum T0 of 63.6 �m, but we found this grid size
to be too noisy. For the data presented here we used
T0=254.4 �m (T=16.4 �m at the object) and note
that by adjusting � a smaller value of T may be ob-
tained, as seen from Eq. (2).

The system is calibrated by finding the color values
on the slides that lead to the desired levels at the
camera and by measuring constants used in color-
decoupling equations. The generic spectral response
is obtained by calibrating to a planar mirror object;
for other objects, the individual response will be con-
sidered during postprocessing. Given raw image color
channel intensities IR

0 , IG
0 , and IB

0 , we assume a first-
order linear correction (with �xy�0):

IR = + �RRIR
0 − �RGIG

0 − �RBIB
0 ,

IG = − �GRIR
0 + �GGIG

0 − �GBIB
0 ,

IB = − �BRIR
0 − �BGIG

0 + �BBIB
0 . �4�

By adjusting the levels on the 35 mm slides, we were
able to use �xx	1. The other calibration constants
were found by measuring the response to various lev-
els of R+G, R+B, and G+B. For example, �G /�R
=�GR was found from the change in measured green
intensity for two slides having different red levels.
The raw camera RGB data are thus roughly cor-
rected for color mixing in the light source, slides, and
camera. To compensate for object color, we also bal-
ance the channels by scaling IR, IG, and IB to their
maximum average value. This is equivalent to the

Fig. 2. CSIM normalized axial response with a plane mir-
ror object (solid curve) and the theoretical response calcu-
lated from Eq. (10) of Ref. 1 (dashed curve).
uniform intensity normalization approach used by
Cole et al.4 for SIM, a straightforward postprocessing
technique that substantially reduces linear artifacts.

For CSIM to be successful, its optical sectioning
ability must be comparable with that of standard
SIM. The system response to an axially translated
planar mirror is shown in Fig. 2, along with the the-
oretical curve from Eq. (10) of Ref. 1, using �
=550 nm in the normalized spatial frequency expres-
sion 	̃=��	 /NA, with 	=T0

−1. The FWHM of the re-
sponses from theory and our experiment are 24.2 and
32.6 �m, respectively. This apparently low sectioning
strength scales as �−1 and should also improve with
optimized combination of lamp, grid, and camera.
Our experimental curve exhibits the same asymme-
try and broadening as that of Mitić et al.,2 which was
attributed to longitudinal chromatic aberration.
Since theory predicts only a 0.6 �m difference be-
tween the FWHM calculated at �=450 and at �
=650 nm (monochromatic, with other parameters the
same), the broadening in our result is likely due to
spherical and chromatic aberrations from our micro-
scope objective and collimating lens, which are not
planar corrected. Additionally, the 35 mm film has
varying surface curvature due to its fabrication
method.

The effectiveness of our microscope is demon-
strated in Fig. 3, in which a moth abdomen is shown.
A total volume of 240 �m�180 �m�229 �m was
scanned in nine axial steps of size 
z=25.4 �m, so ex-
actly ten images were acquired. The conventional
view in Fig. 3(a) shows little of the hair structure in a
single frame taken from midway along the scan. The
autofocus image in Fig. 3(b) is composed from the
brightest pixels from all ten sections. One particular
section is shown in Fig. 3(c). A height map may also
be constructed from the raw data, as in Fig. 3(d),
which has ten gray-scale levels indicating the z posi-
tion of the various features. For instance, the bright
region in the upper right of 3(b) is actually recessed,
as seen in Fig. 3(d).

Fig. 3. Moth abdomen. (a) Single conventional image
taken midway along z. (b) CSIM autofocus image composed
from the brightest pixels in the ten sections. (c) Single
CSIM section. (d) Height map in which gray levels corre-

spond to each axial position.
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Since application of CSIM to moving objects de-
pends on widely varying camera exposure time and
magnification �, the ability to estimate the maximum
object velocity given these parameters is desirable.
First, consider the transverse motion direction for
the worst case of velocity perpendicular to the grid
lines. Although it is not difficult to derive an analyti-
cal estimation for vmax,�, we present results from a
simulation in which we found an approximately lin-
ear response:

R = 
1 −
��

2�
= 1 −

vt

T
, vt � T

0, vt � T
�. �5�

Here R is the normalized integrated response for a
total phase shift �� of the grid at the object as a
result of either grid or object motion with relative ve-
locity v during exposure time t. For slow enough ob-
jects with �� that do not exceed one period and if we
require a response R�0.5, Eq. (5) is solved for v to
find

vmax,� = T0/2�t. �6�

Equation (6) is physically intuitive and readily em-
ployed. For example, for the pollen grain in Ref. 1
with T0=25 �m and �=13.9, assuming an exposure
time of t=0.001 s, the maximum velocity is
900 �m/s. This is a high velocity considering the
field size of only 100 �m�70 �m.

The maximum observable axial velocity vmax,� re-
mains to be determined. We turn again to Eq. (10)
from Ref. 1, which may be solved graphically for R
=0.5 (e.g., with Mathematica) to observe the solution
behavior in terms of T0 and �. The key here is to re-
quire that the object stays within the FWHM axial
range during the exposure time:

�z = FWHM = vmax,�t. �7�

While Eqs. (6) and (7) give velocities for which the
system can function, other constraints, such as con-
tiguous sectioning, may require slower translation as
limited by the camera frame rate.

To conclude, we have summarized the strengths

and weaknesses of CSIM. By requiring only a single
camera capture to achieve optical sectioning, it is
possible to obtain sectioned images of moving objects.
For static objects, a complete volume may be con-
structed with just one image per axial position, and
since the translator does not need to stop for each 
z,
the total acquisition time will be reduced by more
than a factor of 3. Since no grid actuator is needed,
the microscope setup is simplified, and phase offset
artifacts are eliminated. The 35 mm slides are
readily available and very inexpensive. As for nega-
tive points, it takes some effort to properly calibrate
the system to the lamp spectrum and camera spectral
response to obtain a custom-made grid. Improved re-
sults are to be expected from higher-quality grids, as
the 35 mm slides suffer from noise and
nonuniformities—one candidate for an upgraded grid
is dielectric film.5 Even after calibration, color inher-
ent to the object may introduce linear artifacts.
Postprocessing3,4 and color filters help minimize this
problem. The lamp must be carefully chosen to pro-
vide both optimal color channel separation and light
intense enough to take advantage of the brief expo-
sure times available in CSIM. Since the light effi-
ciency is reduced through grid filtering by approxi-
mately a factor of ten (the lamp-to-stripe bandwidth
ratio), the use of a bright lamp or a sensitive camera
is needed for applicability of this method.

We thank Sprint Multimedia for providing the
color grids, often as quickly as overnight, and Bill
Sargent for photography advice. This work is sup-
ported in part by a grant from the National Science
Foundation.
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